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Abstract

This paper proposes a learning scheme based still image super-resolution reconstruction algorithm. Super-resolution reconstruction is proposed as a binary classification problem and can be solved by conditional class probability estimation. Assuming the probability takes the form of additive logistic regression function, AdaBoost algorithm is used to predict the probability. Experiments on face images validate the algorithm.

1 Introduction

Advances in technology have increased the need for high-resolution images. However, due to physical constraints such as limited storage space, bandwidth, and ubiquitous low resolution image sensors on handheld devices, these needs cannot always be satisfied. In super-resolution image reconstruction, high resolution images are generated from lower-resolution samples, thereby allowing higher resolution imagery to be used in an increasing number of applications.

There are two main approaches to still image super-resolution reconstruction: interpolation and statistical learning methods. Traditional interpolation methods such as bilinear interpolation suffer from over-smoothing and hence are not visually satisfying. Statistical learning methods such as those proposed by [1, 2, 3, 4] use prior statistical information to enhance the resolution of images in a perceptually favorable manner. These methods assume that images from the same category bear certain similar statistics. By predicting the high-frequency component back will enhance the resolution. Different from the Markov Random Field (MRF) assumption in [1], in this paper, still image super-resolution reconstruction is modeled as a binary classification problem. Class conditional probability is evaluated to predict the corresponding high-frequency component.

2 Algorithm

2.1 Problem description

We assume that insufficient resolution are results from lacking of high-frequency component. Therefore, compensating the high-frequency component back will enhance the resolution. Different from the Markov Random Field (MRF) assumption in [1], in this paper, still image super-resolution reconstruction is modeled as a binary classification problem. Class conditional probability is used to determine the consistency between the given low-resolution image and the estimated high-frequency component. Greater probability implies more confidence in the estimated high-frequency parts. AdaBoost is used to estimate the probability with the assumption that this probability lies in the logistic regression category. Experimental results validate our algorithm.

The remain part of the paper is organized as follows: in section 2, the algorithm and its theoretical basis are presented. In section 3, experimental evaluation is presented to validate of the proposed algorithm. Section 4 concludes the paper.
frequency counterpart:

\[ [X^h_{i_1, \theta_1}, X^h_{i_2, \theta_2}, \cdots, X^h_{i_N, \theta_N}] \]

\( \theta_k \) is the orientation index. We will talk more about it later in this section. Then consistency represents the following probability:

\[ p(c_{i,k} = 1 | X^l_i, X^h_{j, \theta_k}) \]

where \( c_{i,k} \) is an assigned class label. \( c_{i,k} = 1 \) if \( X^l_i \) and \( X^h_{j, \theta_k} \) are from the same image patch and \( c_{i,k} = -1 \) otherwise. The given low resolution image are treated as a set of incomplete testing examples \( \{Y^l_g\} \), with the directional high frequency information missing. If we can recover the most consistent directional high-frequency components for every element in \( \{Y^l_g\} \), the super-resolved image can be reconstructed.

The training sample set \( \{(Y^l_g, c_{i,k})\} \) is constructed as follows (i is the sample index, k is the orientation index):

\[ Y_{i,k} = [X^l_i, X^h_{j, \theta_k}]^T, k = 1, \cdots, K; i = 1, \cdots, N. \]  

\( c_{i,k} \) is the class label. Positive sample \((c_{i,k} = 1)\) means low-frequency part \( X^l_i \) and corresponding directional high-frequency part \( X^h_{j, \theta_k} \) are from the same image patch \((i = j)\). For negative samples, we require that \( X^h_{j, \theta_k} \) has significant difference with the true corresponding directional high-frequency component of \( X^l_i \). The training examples have two functions. First, it is used to learn the prior knowledge about the consistency; Second, it is used as the candidacy dictionary \( D \) for high frequency features.

The consistency between the given low frequency feature \( Y^l_g \) and a high frequency feature \( X^h_{j, \theta_k} \) from the dictionary \( D \) is evaluated. The one that matches best is the candidate of the lost high-frequency component. Hence, the high-resolution image reconstruction problem actually becomes a conditional class probability estimation problem:

\[ \hat{X}^h_{g, \theta_k} = \arg \max_{X^h_{m, \theta_k} \in D} p(c_{g,k} = 1 | (Y^l_g, X^h_{m, \theta_k})), \]  

If assuming that the class conditional probability takes logistic regression function form, AdaBoost actually provide a way to evaluate the probability quantitatively.

The steerable pyramid method [5] is used to decompose the image into low frequency component and directional high frequency components. Steerable pyramids provide orientational localized basis filters, which decompose high frequency components into different orientations. In every orientation, the directional high frequency component is estimated separately and therefore each component receives equal weight. As a result, the high frequency component in the dominant orientation cannot outweigh the weaker ones. For every set of orientational high frequency components with orientation \( \theta_k \), we construct a training sample set and the most matching directional high frequency component is learned.

### 2.2 AdaBoost for conditional class probability estimation

It is reasonable to assume the class conditional probability is modeled by logistic regression function:

\[ p(c = 1 | Y) = \frac{e^{F(Y)}}{1 + e^{F(Y)}}. \]  

(3)

It can also be written as:

\[ \log \frac{p(c = 1 | Y)}{p(c = -1 | Y)} = F(Y). \]  

(4)

For additive logistic regression model, we have \( F(Y) = \sum_{m=1}^{M} f_m(Y) \). In [6], the author shows that AdaBoost algorithm is actually a stagewise estimation procedure for fitting an additive logistic regression model. This statement can be proved from the following two aspects. AdaBoost procedure finds an \( F(Y) \) that minimize \( E(e^{-cF(Y)}) \); while \( E(e^{-cF(Y)}) \) is minimized at:

\[ F(Y) = \frac{1}{2} \log \frac{p(c = 1 | Y)}{p(c = -1 | Y)}, \]  

(5)

which is unique with the logistic regression model up to a factor of 2.

AdaBoost has become one of the most popular learning algorithms in the last decade or so. The most attractive advantage is its simplicity and guaranteed performance. Good performance can be achieved even if the underlying weak learner is very simple. Also, for separable data, the convergence can be guaranteed. The main idea of AdaBoost is that training is focused on hard examples. The following steps summarizes AdaBoost:

1. Assign a set of weights \( D_1(t), t = 1, \cdots, T \) over the training set, where \( T \) is the size of the training set. Initially they are set equal for all examples.
2. For \( s = 1, \cdots, S \):
   - Train weak learners by distribution \( D_s(t) \):
     \[ h_s : \{Y_t\} \mapsto \{1, -1\}; \]
   - Get weak hypothesis \( h_s(Y_t) \);
• Choose the weight \( \alpha_s \) of the current weaker learner \( h_s \) according to its error rate \( \varepsilon_s \):

\[
\alpha_s = \frac{1}{2} \ln \left( \frac{1 - \varepsilon_s}{\varepsilon_s} \right),
\]

with \( \varepsilon_s = \Pr_{i \sim D_s} (h_s(Y_i) \neq c_i) \).

• Update \( D_s(t) \) to \( D_{s+1}(t) \). Normalize it by \( Z_s \) so that it is still a distribution.

\[
D_{s+1}(t) = \frac{D_s(t) e^{-\alpha_s \cdot c_s \cdot h_s(t)}}{Z_s}.
\]

3. Final output is:

\[
H(Y) = \text{sign}(F(Y)),
\]

where:

\[
F(Y) = \sum_{s=1}^{S} \alpha_s h_s.
\]

Therefore, the class conditional probability is:

\[
p(c = 1|Y) = \frac{e^{2 \sum_{s=1}^{S} \alpha_s h_s}}{1 + e^{2 \sum_{s=1}^{S} \alpha_s h_s}}.
\]

Since different regression models are trained individually for different orientation \( \theta_k \), there are \( K \) training sample sets and \( K \) regression models in the total. The training samples have high dimension. It will be computationally expensive to exploit these samples directly. SVD is exploited on the low and orientational high frequency components separately to decrease the dimension. The final super-resolution image is then become:

\[
\tilde{I}^h = [X_g^h + \beta \sum_{k=1}^{K} X_{g,k}^h]_{g=1,\ldots,G},
\]

where \( \beta \) is the blending factor.

2.3 Blocky effect elimination

The above procedure will give a blocky high frequency component estimation. Two additional steps are taken to solve the problem. The first is the normalization of the samples. All the training samples are normalized to have norm of 1. Also the estimated high-frequency component is rescaled according to its low frequency counterpart. Second, overlapped patches are used. For the overlapped pixels, there will be multiple estimates. The final estimate is obtained by the following fusion procedure. Let the multiple estimates be \( S^h = \{x_{g,k}^h(1), \ldots, x_{g,k}^h(P)\} \). The final estimation is:

\[
x_{g,k}^h = \begin{cases} 
\mu_{g,k} + b \sigma_{g,k}, & \text{if } x_{g,k}^{\text{max}} \geq \mu_{g,k} + b \sigma_{g,k} \\
\mu_{g,k} - b \sigma_{g,k}, & \text{if } x_{g,k}^{\text{min}} \leq \mu_{g,k} - b \sigma_{g,k} \\
\mu_{g,k}, & \text{otherwise}
\end{cases}
\]

where:

\[
\mu_{g,k} = \frac{1}{P} \sum_{p=1}^{P} x_{g,k}^h(p);
\]

\[
\sigma_{g,k} = \frac{1}{P} \sqrt{\sum_{p=1}^{P} (x_{g,k}^h(p) - \mu_{g,k})^2};
\]

\[
x_{g,k}^{\text{max}} = \max \{x_{g,k}^h(1), \ldots, x_{g,k}^h(P)\};
\]

\[
x_{g,k}^{\text{min}} = \min \{x_{g,k}^h(1), \ldots, x_{g,k}^h(P)\};
\]

and \( b \) is a parameter which shows the tolerance to the variance. Normally we set \( b > 1 \).

3 Experimental evaluation

In this section, the proposed algorithm is evaluated experimentally on face images. Face is an important subject in many research fields and real applications. Also, humans are perceptually sensitive to the details on faces. The face database we used is from [7]. The database is split into two parts. Part one is used as the groundtruth high-resolution images. Images from part two are down-sampled to half by half, blurred by a \( 3 \times 3 \), \( \sigma = 0.6 \) Gaussian and then used as the testing images. We use \( 15 \times 15 \) image patch. Smaller patch size will make the training procedure harder since less structural information is preserved. We use 8 orientations for the high frequency components. For every training set (at orientation \( \theta_k \)), there are 20000 samples. 5000 positive samples and 5000 negative samples are used for training and the remaining 10000 samples are used for testing. Stamp [8] is used as the basic weak learners for AdaBoost. Fig.1 gives the the testing error rate with the iteration times (\( \theta_k = 0^\circ \)). 20000 iterations are used and hence 20000 weak hypotheses altogether. It shows that the procedure converges fast and consistently, which means the samples constructed in this manner have good separation.

Images from both parts of the database are tested for performance. Same down-sample and blurring procedure is applied on all test images. Bicubic spline interpolated images are used as the low-frequency input for our algorithm. Experimental example from first part of the database is shown in Fig.2. Example from the second part of the database is shown in Fig.3. Fig.2(a) and Fig.3(a) are the original images. Fig.2(b) and Fig.3(b)
are results from bicubic spline interpolation. Fig.2(c) and fig.3(c) are results from the proposed algorithm. Fig.2(d) and fig.3(d) are the estimated high frequency components. Results validate that the proposed algorithm is perceptually favorable since more details are present. However, there is still more work to be done to preserve the brightness of the images.

4 Conclusion

In this paper, a super-resolution reconstruction algorithm for still images is proposed. By fitting the super-resolution reconstruction problem into the binary classification context, this problem is solved by class conditional probability estimation. Using the assumption that the probability taking a logistic regression function form, AdaBoost algorithm can be used to predict the probability. Experiments on face images validate the algorithm.
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