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ABSTRACT

We present a new system-level framework for the auto-
matic detection and tracking of multiple persons’ heads in in-
telligent meeting rooms. We implement this approach with
a distributed array of cameras that detect the meeting partic-
ipants and continuously estimate their head orientation and
head movements in 6 degrees-of-freedom with �ne precision.
The initial position of each person is obtained with a set of
face detectors coupled with a new iterative approach to re-
solve the 3D ambiguities from overlapping epipolar lines.
The head pose is obtained from a hybrid head pose estimation
and tracking scheme that combines support vector regressors
with a new multi-view 3D model-based tracking system. The
purpose of this system is to facilitate the automatic semantic
analysis of group meetings. As an example application, we
evaluate the ability of the system to estimate the person that
receives the most visual attention in the form of head direc-
tion.

1. INTRODUCTION

We are witnessing an evolution in personal computing,
marked by the transition from a directed user model to an am-
bient model where computers transparently monitor and in-
fer human behavior. With distributed cameras and multi-view
image processing, we enable intelligent environments that can
interpret, record, and provide a context-aware response to hu-
man actions.

In this paper, we introduce a new vision-based framework
intended to aid in the development of human interactivity,
visualization and analysis. This system encompasses a tool
for multi-person and multi-view head detection, localization,
pose estimation and tracking. It operates in a fully-automatic
manner and can be con�gured for both on-line or off-line pro-
cessing, allowing for �ne head pose estimation in six degrees-
of-freedom. It estimates the 3D location of each person, the
direction their head is facing, and the movement of their head
over time. This enables a high-level description about the dy-
namics of the observer, and it also provides information about

the environment that surrounds the observer.
Head pose estimation is intrinsically linked with visual

gaze estimation, i.e., the ability to characterize the direction
and focus of a person’s eyes [1]. By itself, head pose provides
a coarse indication of gaze, and head motion is highly coor-
dinated with eye movements [2]. The head as the indicator of
visual focus of attention has the advantage that it be seen in
low-resolution, a common consequence in meeting room sce-
narios where the cameras have been chosen to provide a wide
�eld-of-view.

In most practical applications, we are rarely interested in
the raw direction that a person is looking. Instead, we would
like to know at whom or at what they are looking, and con-
versely, whom or what they are ignoring. Since people at-
tend primarily to objects that hold their interest, much can
be inferred about the environment by observing the target of
their attention. Accordingly, gazefollowing is a critical be-
havior for infant development [3, 4]. Rather than exhaustively
searching for visually stimulating objects, children as young
as six months use the line-of-sight of a caregiver as a saliency
�lter for their environment. Head motion also provides a rich
source of information in the form of nonverbal gestures.

Group meetings play an important role in organizations,
providing a forum for the exchange of ideas and consequently
the basis of many important decisions. Meeting rooms are
commonly wired for video projection and remote conferenc-
ing to facilitate the exchange of information, and they are re-
alistic venues for the deployment of distributed vision sys-
tems. In a meeting, the gaze direction from multiple people
can be used to �nd objects or persons of interest. As a con-
ceptual example, if four people are sitting at a table and all
heads are directed towards one of them, it is likely that he/she
is the speaker. In this context, we consider their joint visual
attention to be a nonverbal indication of saliency that they
collectively assign to objects in the environment.

In the remainder of this paper, we describe our multi-
person head pose estimation and tracking system, and we
evaluate its ability to determine joint visual attention. This
task has various applicability, such as for meeting recording
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systems that actively switch to the camera with the best view
of the joint attentional target.

1.1. Related Work

There has been a great interest in intelligent spaces that moni-
tor the occupants and use head pose to measure their activities
and visual focus of attention [2, 5�13]. Our proposed system
differs from these works in many ways, most signi�cantly
in that we simultaneously estimate the head pose of four to
�ve persons and utilize head pose estimation and tracking al-
gorithms that provide a six degree-of-freedom interpretation
of head position and orientation. For estimating the visual
focus of attention from head pose estimation, previous ap-
proaches have considered the problem as a machine learning
task [14, 15], using a set of examples to train a model of which
head directions are associated with which targets. While these
approaches are well-suited for predetermined seating con�g-
urations, the classi�ers that are constructed are speci�c to the
training situations. To build a generic vision system for vary-
ing meeting sizes and arbitrary seating arrangements it be-
comes necessary to estimate the targets on the �y and measure
the absolute head direction of each person. This precludes the
use of a classi�er trained for a speci�c con�guration. Instead,
the 3D location and orientation of each participant must be es-
timated with regard to a global coordinate system. The ability
to perform this task is a fundamental difference of our pro-
posed system, and our hybrid approach to 3D head pose es-
timation and tracking is a novel departure from any existing
work.

2. MULTI-PERSON HEAD DETECTION AND
TRACKING

Our system combines a series of vision and modeling tech-
niques to detect and track the 3D head position and orientation
of meeting participants. It consists of the following modules:

� Camera Calibration: The extrinsic, intrinsic, and dis-
tortion parameters are calculated to provide an accurate
transformation between global world coordinates and
each of the cameras.

� 2D Head Detection: A set of three Adaboost cascades
[16] are used to detect people in each camera view, and
an L*a*b colorspace prior is used to prune false posi-
tives.

� 3D Head Localization: With multiple people, the 2D de-
tected faces create many ambiguities as to the location
of each person. We introduce an iterative algorithm that
localizes the most likely candidates in order, maintaining
a one-to-one correspondence between 2D faces and 3D
location.
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Fig. 1. An overview of our head detection, pose estimation,
and tracking system.

� Head Pose Estimation: Each facial region is scale-
normalized to a �xed size and used to extract a Local-
ized Gradient Orientation histogram. The histogram is
passed to three Support Vector Regressors (SVRs) to es-
timate the pitch, yaw, and roll of the head relative to the
camera. This estimate is then converted to an orientation
in the global coordinate system.

� 3D Model Tracking: Each head is tracked in six degrees-
of-freedom with a GPU-based particle tracking system.
The heads are represented as texture mapped 3D models,
and moved to match the observed video. The head pose
estimation module runs in parallel, providing the ability
to reinitialize the tracks as necessary.

The system operation is illustrated in Fig. 1. In the remain-
der of this section, we describe these modules in more detail.

2.1. Camera Calibration

A standard camera can be described by three sets of parame-
ters: extrinsic, intrinsic, and distortion [17]. The extrinsic pa-
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Fig. 2. (top) An example of our multi-person, multi-view
head localization and pose tracking system. An axis is over-
laid over each person’s head, to denote the position and orien-
tation as estimated by the system. (bottom) A virtual recon-
struction of the room, showing the orientation and direction
of each person’s head.

rameters specify the location and orientation of the camera in
the world, and the intrinsic parameters describe the camera’s
�eld-of-view. The distortion parameters describe the barrel
effect of the camera lens and are typically used to remove the
distortion prior to image processing. Many software pack-
ages are freely available for camera calibration, and as a pre-
requisite, the cameras used for our system are calibrated with
checkerboard patterns.

2.2. 2D Head Detection

To detect people in the meeting room, our system uses a trio
of AdaBoost cascades tuned for right pro�le, frontal, and left
pro�le faces respectively [16]. Each detector is capable of
recognizing heads with enough deviation from its character-
istic pose that when combined, they reasonably span the range

Fig. 3. Many ambiguities occur when localizing multiple peo-
ple from 2D head detections. Our system uses an iterative ap-
proach with a one-to-one constraint that minimizes the error
in projection. In these example images, the numbers indicate
the iteration in which each person is localized.

of head poses in our training data:�30 � to 20� in pitch and
�80 � to 80� in yaw. In addition, we employ a skin-tone prior
to reject false detections. Each pixel in the region is com-
pared to a Gaussian skin model, and if more than half of the
pixels lie outside the model, the region is rejected. Since the
head detection is a major performance bottleneck, we perform
the operation in a separate thread of execution, and update the
heads whenever the operation completes (approximately once
every 2 seconds).

2.3. 3D Head Localization

If the head detection step is successful, each person in the
meeting room will be viewed by two or more cameras. Each
detected 2D face corresponds to a parametric line that runs
from the camera origin to the real 3D location of the head. If
there were only one person in the room, he/she could be found
by �nding the point that minimizes the error to each line.
With multiple people, however, it is ambiguous which face
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