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paper, they found several styles of movements, depicted in
Figure 1. Among the most pertinent of movements are
those labeled “Type III,” which include early or antici-
patory head movement with respect to the gaze shift. They
theorized that this behavior is associated with a repetitive,
predetermined, or premeditated attentional shift, as is the
case for any goal-directed attentional shift.

Morasso et al. (1977) examined control strategies in the
eye–head system and observed that “The head response
[to a visual target], which for random stimuli lags slightly
behind the eyes, anticipates instead for periodical move-
ments [of the target].” The implication is once again that
for trained or predetermined gaze shifts, the head move-
ment anticipates the gaze.

Indeed, eye shifts can occur much faster than head
movements, and thus, near-instantaneous gaze changes can
be made with eye shifts alone. Shifts of larger amplitudes
would necessitate a head movement to accommodate the
limited field of view of the eyes. Most likely, when a large
visual attentional shift is about to occur, and the observer
has prior knowledge of the impending shift, these studies
imply that there may be some amount of preparatory head
motion (Pelz et al., 2001).

Freedman (2008) and Fuller (1992) each included
thorough reviews of eye–head coordination and verified the

same results seen above. Several variables including initial
eye, head, and target positions, along with predictability,
seem to affect the latencies of head movements (Ron et al.,
1993). A few studies have touched the possibility that
attention and task can influence the dynamics of eye–head
movements (Corneil & Munoz, 1999; Herst et al., 2001;
Khan et al., 2009; Mennie, Hayhoe, Sullivan, & Walthew,
2003). These studies are well controlled in laboratory
environments but limited in their generalizability to
natural environments and more complicated tasks.

In this study, we venture to examine directly the effects
of goal- vs. stimulus-driven attentional shifts on eye–head
coordination. Further, by classifying the type of shift, we
are able to propose a novel model to determine the
cognitive state of the subject, which may prove useful to
assistive human–machine interfaces such as driver assis-
tance systems.

In the following sections, we show that by extracting
the yaw dynamics of eye gaze and head pose, it may be
possible to identify those gaze shifts that are associated
with premeditated or task-oriented attentional shifts,
driven by “endogenous” cues. In each case, we find that
a majority of endogenous, task-related shifts occur with an
anticipatory Type III gaze shift. Based on these results and
the studies listed above, we might further hypothesize that

Figure 1. Examples of various interactions of head and eye movements, with type labels from Zangemeister and Stark (1982). Note that in
certain cases eye gaze tends to move first, where in others the head tends to move first.
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and transmitted concurrently in “Minimum Latency”
mode to the PC running the driving simulator, along with
a “validity” signal indicating confidence in the tracking
(a lack of which would be caused by blinks and occlusions).
The gaze and head data, along with all the driving
parameters such as distance traveled and lateral position,
were automatically timestamped and logged to disk every
10 ms, without any filtering or smoothing operations.

The secondary monitor showed various text messages as
described below, depending on the condition. This display
was controlled synchronously by the same PC that ran the
simulator.

Design

Each subject was run in two conditions, endogenous
and exogenous. In each condition, the subject had a
primary task of maintaining their lane heading and, as part
of a secondary task, was cued in a different way to check

the secondary monitor to find out whether to change lanes.
These cues are demonstrated in an illustrative example
in Figure 3.

The “endogenous” condition (Condition 1) of the
experiment was intended to stimulate “goal-oriented”
attention switching, such as the planned visual search of
a driver checking mirrors prior to a lane change. Large
overhead signs appeared at several constant, predefined
locations around the track. The subject was instructed that
upon noticing these signs coming up in the distance, the
subject should glance over at the secondary monitor. This
monitor would be displaying a message, “Left Lane” or
“Right Lane,” indicating in which lane the driver should
be. The subject was told to glance over to the message and
move to the corresponding lane by the time the overhead
sign passed by. The duration of the cue appearance varied
from 5 to 20 s. In this manner, the subject was allowed
time enough to plan and initiate the attention switch by
herself; we label this as the “endogenous” cue condition
(Condition 1).

Figure 3. Illustrative (staged) example of the experimental paradigm. In each cuing condition, we measure the differences in eye–head
interactions during attention shifts to a secondary monitor, which the driver is required to check for instructions. In the “endogenous”

condition, the driver is presented with a cue in the primary monitor and allowed to make a goal-oriented or preplanned attention shift. In
the stimulus-oriented “exogenous” cuing condition, the secondary monitor displays a sudden change in color, drawing the driver’s
attention to the target.
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The second condition was designed to evoke an unplanned
“stimulus-oriented” attention-switching response, as if the
driver was suddenly distracted. In this condition, the driver
was also told to maintain the lane as best as possible. The
cue to change lanes would come from the secondary
monitor, whose entire screen would change color suddenly,
at a set of predefined times unknown to the subject. This
color change occurred in concert with a potential change
of the text message, once again to either “Left Lane” or
“Right Lane.” Upon noticing the change, the driver was
tasked with maneuvering to the appropriate lane as soon as
was safe to do so. The subject was told that the colors were
random, not correlated with the text, and would occur at
random times. Thus, the subject’s attention switch was
hypothetically initiated by some external cue in the
peripheral field of view; we label this as the “exogenous”
cue condition (Condition 2).

The “exogenous” cue would ideally have been a
stimulus not associated with the task of driving. However,
it would have been difficult to collect enough data where the
subject freely decided to attend to a potentially irrelevant
stimulus. By associating the stimulus-style cue with the
secondary task of lane selection, it became possible to
gather consistent data about how the subject would respond
to the stimulus-oriented cues such as sudden flashes,
motion, or other unplanned distractions. This could then
be directly compared to driver behaviors under the
“endogenous” condition described above.

Each condition consisted of 10 min of driving, corre-
sponding to 12 to 15 lane changes per condition. The
order of the conditions was presented randomly, and to
ensure comfort, participants were offered breaks between
conditions.

Procedure

Participants were told that the experiment pertains to
naturalistic lane-keeping behavior. After calibrating
each subject on the gaze tracker, the subject was given
5–10 min to acclimatize herself to the simulator. She was
queried once she felt comfortable with the simulator, and
her comfort level was verified by subsequently asking her
to keep the vehicle in a single lane for at least 60 s.

For the remainder of the experiment, the subject was
tasked primarily with maintaining her current lane to the
best of her ability. This allowed the subject to be actively
engaged in the driving process throughout the experiment.
As part of a secondary task, the subject was instructed to
respond to the cues in each condition, and if necessary,
change lanes when safe to do so. This required a glance to
the secondary screen, or “side mirror,” in order to decide
which lane to move into. Though this was not entirely
naturalistic, it was reminiscent of glancing at the mirror
prior to lane changes to scan for obstacles, and partic-
ipants had little difficulty following the instructions.

Analysis

The automatically logged data sets from each experiment
were then processed to analyze the dynamics of head and
eye movements leading up to the attention shift. For each
condition, the appearance time of the cue was determined
and the subsequent gaze shift was determined to be an
example of a shift of interest. The secondary monitor was
fixed at an angle of approximately 55- from the subject, so
only gaze shifts that resulted in glances of that magnitude
were considered.

In 34% of the cases in the entire experiment, cues that
were not followed by a tracked gaze shift of sufficient
magnitude appeared. This was caused either by a lack of
response from the subject or a lack of tracking confidence
from the head and eye tracker. Occasionally, the tracker
would lose an accurate representation of the subject’s
head or eye movements, and this would be represented by
a “validity” signal, output by the tracker. Whenever there
was no valid gaze shift of sufficient magnitude following
the appearance of a cue, the example was discarded from
further analysis.

Fewer than 5% of the examples in the “exogenous”
condition were discarded due to the unforeseen effects of
high cognitive load. Occasionally, a color change would
appear while the driver was actively engaged in a sharp
turn, either causing the driver to lose control of the vehicle or
to shift their glance slightly without paying much attention
to the color change. Where these effects were observed, the
examples were discarded, as in these cases drivers behaved
inconsistently, most likely due to a task overload. Such
effects could be the topic of further investigations, but
examples were too few to discuss in detail in this study.

Each subject j had approximately 10 examples of each
condition after the pruning step described above. For the
remaining examples in both conditions, the time of the
first gaze saccade to the secondary monitor was found in
an iterative manner. This was done to avoid any false
positives in an automatic saccade detection procedure,
given the somewhat noisy nature of the gaze data.

In the first step, the example was manually annotated as
to the approximate time of the initiation of the gaze
saccade, during the first gaze shift of approximately 55- in
yaw (i.e., to the target monitor). Subsequently, the point of
maximum yaw acceleration in a local 50-ms window W
around the annotated point TL was found. This was
calculated using a 5-tap derivative-of-Gaussian filter to
temporally smooth and find the second derivative of the
gaze rotation signal. The maximum point of the second
derivative was fixed as the location of the gaze saccade:

TS
ij ¼ argmaxtZWðeYW ½t�Þ; ð1Þ

where eY[t] represents the yaw position of the eye at time t.
An example of this detection procedure can be seen in
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The endogenous cuing condition, corresponding to a
“task-oriented” attention shift, demonstrates a clear
pattern of greater and earlier head motion just prior to
the saccade.

Figure 8 demonstrates the relative timings of the gaze
saccade after the appearance of the cue. The exogenous
cue tends to attract attention very quickly, and most gaze
shifts are made within 500 ms of the cue. This is in clear
contrast to the endogenous cue, which, as expected, results
in the subject shifting gaze in a preplanned manner. This
separation shows that the experimental conditions elicited
the two different styles of gaze shifts appropriately.

In order to characterize the time course of the head
movements with respect to the gaze shift, we can measure
the timing of the first “significant” head motion. In Figure 9,
the histograms of the first head motion (where head
motion goes above a fixed manually selected threshold of
17-/s) is shown for each condition. This is found by
searching in both directions from the point of the gaze
saccade, to determine where the head motion first exceeds
the threshold. The endogenous cuing condition can be
observed eliciting a greater portion of early head motions.

Kinematics of eye and head movements

Here, we measure a number of other variables that
could have influenced the onset of early head motion due
to the kinematics of the eye–head motion.

Prior studies in controlled conditions have determined
that the amplitude of the gaze shift had a significant

Figure 5. Overall distribution of head yaw position and head yaw
motion at the time of the eye gaze saccade for each condition,
including all examples of all subjects.

Figure 6. Average head yaw prior to eye gaze saccade under
each condition of the experiment, aligned to the position of the
saccade. Dotted lines show the variance of the overall data. In
Condition 1, a clear pattern of early head movement, beginning
0.5 s prior to the actual gaze shift, emerges. This early head
movement is much less evident in Condition 2.

Figure 7. Distribution of subject-wise median head yaw position
and head yaw motions at the time of the eye saccade. Error bars
represent standard error of the median.
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impact on the amount of head movement prior to
the saccade (Freedman, 2008), as larger movements
tended to correlate with early head motions. Another
critical variable was found to be the predictability of the
target location, which also positively influenced the early

movement of the head. However, in this study, we have
fixed the target location, and the amplitude as determined
by initial position is generally constant as well. To verify
this, we compared the starting yaw positions in Figure 10
and found no reliable differences in starting position
(EyeInitialYaw: F(1,9) = 2.84, p = 0.09; HeadInitialYaw:
F(1,9) = 0.95, p = 0.33). The subject is always aware of
the location of the target, in both the endogenous and
exogenous cuing cases. In spite of the constant target and
shift amplitude, we still find variations in the amount of
early head movement, correlating with the type of cuing
condition, whether driven endogenously by top-down
motor commands or exogenously by bottom-up stimulus
responses.

Bizzi, Kalil, and Morasso (1972) also report in con-
trolled environments that predictive movement conditions
include lower peak velocities and movement durations
than triggered conditions. To analyze these effects, we
measured the peak velocities and saccade durations for
both eye and head movements in Figures 11 and 12. In
contrast to the earlier studies, the peak eye velocities in
the endogenous condition actually trend toward being sig-
nificantly greater than in the exogenous condition (F(1,9) =
5.16, p = 0.02). In all other cases, there were no significant
differences (PeakHeadVelocity: F(1,9) = 0.14, p = 0.71;
EyeMovementDuration: F(1,9) = 1.24, p = 0.26; Head-
MovementDuration: F(1,9) = 1.10, p = 0.30). We are thus
not able to observe slower peak velocities or movement
durations in the endogenous cuing case.

Finally, during predictive movements, it has been
reported that the head contribution may be larger than
during triggered movements (Freedman, 2008). If it were
the case that the head contribution were larger in predictive
movements, we would observe a greater maximum in the
head yaw in the endogenous case. As demonstrated in

Figure 8. Distribution of saccade timings, after the onset of the first
cue. The delay in Condition 1 is as expected as subjects take time
to detect the cue and plan the saccade. Condition 2 follows the
pattern of unplanned saccades, mostly occurring around 500 ms
after cue onset.

Figure 9. Distribution of first significant head motions (over a fixed
threshold) relative to the gaze saccade. The histograms represent
the actual measurements, and the solid lines represent a fitted
Gaussian. The endogenous, “goal-oriented” condition shows a
marked difference, with a majority of head motions occurring prior
to the saccade.

Figure 10. Starting yaw position for eye and head motion under
each condition. Error bars represent the standard error of the
mean.
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Figure 13, we find no reliable differences between the
maximum yaw positions of either the head or the eye,
between the two conditions (EyeMaxYaw: F(1,9) = 2.12,
p = 0.15; HeadMaxYaw: F(1,9) = 0.15, p = 0.70).

Some of these results have been repeated in other
controlled environments (Fuller, 1992; Khan et al., 2009;
Zangemeister & Stark, 1982). In this more naturalistic
study, we found almost no variations between the con-
ditions. This implies that by approximating more natural
conditions, along with a more complex task of driving,
variables such as initial gaze position and gaze shift

duration seem uncorrelated with either style of gaze shift.
This could further imply that under these conditions, such
variables are irrelevant to onset of early head motion, in
contrast to the conclusions of earlier studies, such as those
reviewed in Freedman (2008). However, more experiments
should be done in these cases to verify these claims.

Analysis of misclassifications

To analyze the misclassifications associated with each
of the test statistics (either Pij or Mij), we show confusion
matrices in Tables 1 and 2. Results approach 66%
detection rates using the head yaw position, with fewer
misclassifications associated with predictions of exogenous,
stimulus-oriented behavior.

Given this information, it may be possible to generate a
classifier to determine in real time whether the individual
example is more similar to Condition 1 or Condition 2.
The statistical basis for such a classifier is provided by the
ANOVA results in the previous section, giving credence
to the possibility of automatically classifying the examples.
Such a classifier could then directly be used to improve
advanced human–machine interfaces in task-oriented envi-
ronments; we leave it to future work for analysis of such a
classifier.

Figure 11. Maximum yaw rates for eye and head motion under
each condition. Error bars represent the standard error of the
mean.

Figure 12. Duration of motion from initial movement until target.
Note that, in case of eye motion, this is a superset of the saccade
duration. Error bars represent the standard error of the mean.

Figure 13. Maximum yaw position for eye and head motion under
each condition. Error bars represent the standard error of the
mean.

Number of examples

Actual G Actual S

Predicted G 63 41
Predicted S 25 87

Table 1. Confusion matrix for detecting endogenous, goal-oriented
gaze shifts (G) versus exogenous, stimulus-oriented shifts (S) in
the simulator experiment, using head yaw position criteria. Correct
classification rate is 69%.
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