Understanding Head and Hand Activities and Coordination in Naturalistic Driving Videos
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Abstract—In this work, we propose a vision-based analysis framework for recognizing in-vehicle activities such as interactions with the steering wheel, the instrument cluster and the gear. The framework leverages two views for activity analysis, a camera looking at the driver’s hand and another looking at the driver’s head. The techniques proposed can be used by researchers in order to extract ‘mid-level’ information from video, which is information that represents some semantic understanding of the scene but may still require an expert in order to distinguish difficult cases or leverage the cues to perform drive analysis. Unlike such information, ‘low-level’ video is large in quantity and can’t be used unless processed entirely by an expert. This work can apply to minimizing manual labor so that researchers may better benefit from the accessibility of the data and provide them with the ability to perform larger-scaled studies.

I. INTRODUCTION

For the past 50 years, most of the data related to vehicular collisions have come from post-crash analysis. Only recently, naturalistic driving studies (NDS) began providing detailed information about driver behavior, vehicle state, and roadways using video cameras and other types of sensors. Consequently, such data holds the key for the role and effect of cognitive processes, in-vehicle dynamics, and surrounding salient objects on driver behavior [1], [2].

The 100-Car Naturalistic Driving Study is the first instrumented-vehicle study undertaken with the primary purpose of collecting large-scale, naturalistic driving data. A 2006 report on the results of the 100-car field experiment [3] revealed that almost 80 percent of all crashes and 65 percent of all near-crashes involved the driver looking away from the forward roadway just prior to the onset of the conflict. It was also shown that 67% of crashes and 82% of near-crashes occurred when subject vehicle drivers were driving with at least one hand on the wheel. More details about the presence or absence of driver’s hands on the wheel and the driver’s inattention to forward roadway, for crashes and near-crashes as reported in [3] are shown in Table I and Table II.

Because of the above issues, on-road analysis of driver behavior is becoming an increasingly essential component for future advanced driver assistance system [4]. Towards this end, we focus on analyzing where and what the driver’s hands do in the vehicle. Hand positions can provide the level of control drivers exhibit during a maneuver or can even give some information about mental workload [5]. Furthermore, in-vehicle activities involving hand movements often demand coordination with head and eye movements. For this, a distributed camera setup is installed to simultaneously observe hand and head movements. Together, this multiperspective approach allows us to derive a semantic level representation of driver activities, similar to research studies on upper body based gesture analysis for intelligent vehicles [6] and smart environments [7].

<table>
<thead>
<tr>
<th>Hands on wheel</th>
<th>Crash (%)</th>
<th>Near-Crash (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left hand only</td>
<td>30.4</td>
<td>31.7</td>
</tr>
<tr>
<td>Unknown</td>
<td>29.0</td>
<td>15.1</td>
</tr>
<tr>
<td>Both hands</td>
<td>24.6</td>
<td>35.1</td>
</tr>
<tr>
<td>Right hand only</td>
<td>11.6</td>
<td>15.5</td>
</tr>
<tr>
<td>No hands on wheel</td>
<td>4.4</td>
<td>2.6</td>
</tr>
</tbody>
</table>

TABLE I: Hands on wheel when crash and near-crash occurred from 100-car study [3]

<table>
<thead>
<tr>
<th>Inattention to forward roadway</th>
<th>Crash (%)</th>
<th>Near-Crash (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left window</td>
<td>9.7</td>
<td>3.2</td>
</tr>
<tr>
<td>Talking/listening</td>
<td>8.3</td>
<td>4.8</td>
</tr>
<tr>
<td>Passenger in adjacent seat</td>
<td>6.9</td>
<td>6.1</td>
</tr>
<tr>
<td>Center mirror</td>
<td>1.4</td>
<td>1.8</td>
</tr>
<tr>
<td>Right window</td>
<td>1.4</td>
<td>1.8</td>
</tr>
<tr>
<td>In-vehicle controls - Other</td>
<td>1.4</td>
<td>0.0</td>
</tr>
<tr>
<td>Adjust radio</td>
<td>0.0</td>
<td>1.3</td>
</tr>
</tbody>
</table>

TABLE II: Inattention to forward roadway when crash and near-crash occurred from 100-car study [3]

The approach is purely vision-based, with no markers or intrusive devices. There are several challenges that such a system must overcome, both for the robust extraction of head [8] and hand cues [9]. For the head, there are challenges of self-occlusion due to large head motion and of privacy implication for drivers in large scale data. Interestingly, a recent study has focused on the design of deidentification filters to protect the privacy of drivers while preserving driver behavior [10]. For the hand, detection is challenging as the human hand is highly deformable and tends to occlude itself in images. The problem is further complicated by the vehicular requirement for algorithms to be robust to changing
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illuminations. Therefore, we are interested in incorporating head and eye cues to better represent the driver’s interaction with the steering wheel, the instrument cluster and the gear. A more detailed analysis of various feature extraction on individual perspectives and their integration can be found in [11].

II. Activity Analysis Framework

The framework in this work leverages two views for activity analysis, a camera looking at the driver’s hand and another looking at the head. As shown in Fig. 1, these are integrated in order to produce the final activity classification.

A. Hand Cues

Localizing the hands in the vehicle with a high degree of accuracy is highly desired. One approach for hand detection relies on a sliding-window. This is a common technique for generic visual object detection, where a model is learned based on positive samples (i.e., hands in different poses) of fixed size and negative samples which don’t contain the object of interest. A classifier is then used to learn a classification rule. Such a scheme can be applied on multiple scales of the image in order to detect objects at different sizes. Specifically for hand detection, these techniques are faced with challenges as the hand is highly deformable and tends to occlude itself. Models are often sensitive to even small in-plane rotation [12] and deformation. A more sophisticated set of models (usually referred to in literature as a ‘part-based deformable model’ [13]) allows for learning a model for different configurations, deformations, and occlusion types. A pre-trained model for hand shape, however, resulted in a number of regions of interest which may be useful for studying the driver’s state. This provides several benefits:

1) As the variation in hand appearance differs based on the region in which it is in, a model learned for each region could potentially better generalize over the variations in that specific region.
2) This phrasing of the problem allows us to study the performance of visual descriptors for each region. For instance, some regions are less prone to illumination changes.
3) Integration: in the context of our problem, the hand may be commonly found in only parts of the scene. Assuming that the hands must be in one of three regions of interest reduces the complexity of the problem and opens up the door for leveraging cues among the different regions. Integration also provides a model with the opportunity to perform higher-level reasoning of the hands configuration.

Our approach attempts to separate the scene into differently sized regions, and model two classes: no hand and hand presence. To that end, a linear kernel binary support vector machine (SVM) classifier is trained where input features are Histogram of Orientations (HOG) as applied in multiple scales. The linear SVM is used to learn a hand presence model in each of the periphery regions (the side hand rest, gear shift, and instrument cluster) and a ‘two hands on the wheel’ model for the wheel region. LIBSVM [16] allows for approximating the probability for hand presence in each of the regions at time $t$,

$$p(t) = \begin{bmatrix} p_1(t) \\ \vdots \\ p_n(t) \end{bmatrix}$$ (1)

![Fig. 1: The proposed approach for driver activity recognition. Head and hand cues are extracted from color and depth video in regions of interest. A classifier provides an integration of the cues, and the final activity classification.](image-url)
where $n$ is the number of regions considered. For head and hand integration, it will be useful for us to study $n = 3$, where the three regions are the wheel, gear shift, and instrument cluster. These probabilities are a powerful tool for analyzing semantic information in the scene, as they each correspond to our belief of a certain hand configuration. The probability output may be more reliable in certain regions, such as in the gear shift region, or noisier in others, such as in the difficult wheel region which is large and prone to volatile illumination. This motivates their integration, which can be done in multiple ways. A simple way which showed good results and opens up the door for integration with other views and modalities (for instance, head or CAN cues) is by letting a second-stage classifier reason over the probabilities outputted by the regional models. Therefore, a linear SVM is provided with the probability vector, $p(t)$ to solve the multiclass problem and assign each frame with an activity label, from 1 to $n$.

### B. Head Cues

One type of features representative of the driver’s head is head pose. Head pose estimator, however, needs to satisfy certain specifications to function robustly in a volatile driving environment. Continuous Head Movement Estimator (CoHMEt) [17] outlines these necessary specifications as: automatic, real-time, wide operational range, lighting invariant, person invariant and occlusion tolerant. Facial features-based approaches for extracting the head pose, such as the mixture of tree structure [18] and supervised descent method for face alignment [19], show promise of meeting many of the requirements. An additional benefit of using facial features for estimating head pose is that it allows for facial landmark analysis, such as level of eye opening. While the percent of eye opening has been vastly studied for detecting driver fatigue, measuring the openness of eyes can benefit in estimating the driver’s gaze. For instance, when interacting with the instrument panel, distinctive eye cues arise (see Fig. 3). In this work, we explore the possibility of using head pose and eye opening as features in monitoring the in-vehicle driver activities, summarized in a feature vector we call as $\phi(t)$ at time $t$.

Driver interaction with the infotainment system and the gear show unique pattern combination with head pose, eye opening and hand locations as shown in Fig. 2. Figure 3 shows time synchronized plots of head pose, eye opening, hand activity for two typical events: interacting with IP and interacting with gear. In Fig. 3 head pose in yaw and pitch are measured in degrees, where a decreasing value in yaw represents the driver looking rightward and an increasing value in pitch represents the driver looking downward. In the plot for eye opening, a value of 1 represents the normal size of eyes, values greater than one could represent looking upward, and values less than one could represent looking downward. Hand locations in the image plane are also plotted in a time-synchronized manner, but instead the presences of hands in discrete locations are plotted. The green dotted line indicates the start of supportive head and eye cues to the respective hand activity. The dotted red lines indicates the start and end of the presence of hand in locations respective of its activity. These plots show the presence of hand, head and eye movements while the driver interacts with the infotainment system (Fig. 3(a)) and with the gear (Fig. 3(b)). While the latency of each cue is circumstantial, we experimentally validate the use of head and eye cues to strengthen the detection of hand activity recognition.

### C. Integration of Modalities and Perspectives

We obtain an SVM model trained on RGB descriptors of either: 1) Hand or no hand in the ROI (in the peripheral ROIs) 2) Two hands or one or no hands in the ROI (the center wheel ROI). The assumption that the hand can only be found in a subset of the regions of interest allows the second-stage classifier to reason over the likelihood of the driver’s two hand configuration. For instance, if the smaller, peripheral regions are known to be more reliable, and all show a ‘no hand’ event, we would like a model that can reason in such case that both hands are on the wheel.

In addition, the second-stage classifier provides an opportunity for integration with other modalities. Since we observed a correlation between head dynamics and hand activity, we perform a study of head and hand cue integration. Ideally, the second-stage classifier will resolve false positives and increase the likelihood of certain hand configurations by leveraging features extracted from the pose of the head and
eyes. The final feature vector is therefore denoted by
\[ x(t) = \begin{bmatrix} p(t) \\ \phi(t) \end{bmatrix} \]  
(2)

where \( \phi(t) \) is the features extracted from the head view. We compare two possible choices for \( \phi(t) \). First, a simple concatenation of the values from pose and landmarks over a time window is used. Second, we use summarizing statistics over the time window, namely the mean, minimum, and maximum for each of the features over the temporal window.

III. EXPERIMENTAL EVALUATION AND DISCUSSION

Detecting the driver’s activity (e.g. adjusting radio, using gear) is an important step towards detecting driver distraction. In this section, we describe the dataset and the results of the proposed framework. By integrating head and hand cues, we show promising results of driver’s activity recognition.

A. Experimental Setup

In order to train and test the activity recognition framework, we collected a dataset using two Kinects, one observing the hands and one observing the head. The dataset was collected while driving, where subjects were asked to perform tasks as listed in Table III. The four subjects (three males and one female) were of various nationalities and ranged from 20 to 30 years of age. The amount of driving experience varied as well, ranging from a few years to more than a decade. The tasks in Table III were first practiced before the drive to ensure the users were familiar with and also comfortable performing the task in the vehicle testbed. For each driver, there are two main consistencies in the process of data collection. First, at the beginning of the drive, the driver was verbally instructed with the list of secondary...
TABLE IV: Driver activity recognition dataset collected. Training and testing is done using cross-subject cross-validation.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Video Time (min)</th>
<th># Samples</th>
<th>Environment</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9:08</td>
<td>10115</td>
<td>Sunny</td>
<td>4pm</td>
</tr>
<tr>
<td>2</td>
<td>10:05</td>
<td>4491</td>
<td>Sunny</td>
<td>5pm</td>
</tr>
</tbody>
</table>

To ensure generalization of the learned models, all testing is performed by leave-one-subject-out cross-validation, where the data from one subject is used for testing and the data from other subjects is used for training. We collected a head and hand dataset with the following statistics: 7429 samples of two hands on the wheel region, 719 samples of hand interacting with the side rest, 679 samples of hand on the gear and 3039 samples of instrument cluster region interaction. Table IV shows the statistics of the entire dataset. As the videos were collected in sunny settings in the afternoon, they contain significant illumination variation that are both global and local (shadows).

B. Evaluating Hand and Head Integration

Although head pose and landmark cues are generated at every frame, they may be delayed in their correlation to the annotated hand activity. Nonetheless, integrating head cues could improve detection in transition among regions as well as to reduce false positives by increasing the likelihood of a hand being present at one of the regions. Two feature sets are compared over a variable sized window of time previous to the current frame. If $\delta$ is the size of the time window, we can simply concatenate the time series over $[t-\delta, \ldots, t]$ in order to generate $\phi(t)$ (referred to as temporal concatenation) or we may summarize the time window using global statistics. In particular, we use the mean, minimum, and maximum values of the window to generate a set of head features. The second approach seems to produce significantly better results as shown in Fig. 4.

For the three region classification problem, head pose and landmark cues exhibit a distinctive pattern over the temporal window. A large window to include the initial glance before reaching to the instrument cluster or the gear shift as well as any head motions during the interaction significantly improves classification as shown in Fig. 5. Both the gear shift and instrument cluster (denoted as IC) benefit from the integration.

IV. Conclusion

Automotive systems should be designed to operate quickly and efficiently in order to assist the human driver. To that end, we investigated leveraging a multiperspective, multimodal approach for semantic understanding of the driver’s state. A set of in-vehicle secondary tasks performed during on-road driving was utilized to demonstrate the benefit of such an approach. The cues from two views, of the hand and of the head, were integrated in order to produce a more robust activity classification. The analysis shows promise in temporal modeling of head and hand events. Future work would extend the activity grammar to include additional activities of more intricate maneuvers and driver gestures. Combining the head pose with the hand configuration to produce semantic activities can be pursued using temporal state models, as in [20].
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