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Looking at the Driver/Rider in Autonomous
Vehicles to Predict Take-Over Readiness
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Abstract—Continuous estimation the driver’s take-over readi-
ness is critical for safe and timely transfer of control during
the failure modes of autonomous vehicles. In this paper, we
propose a data-driven approach for estimating the driver’s take-
over readiness based purely on observable cues from in-vehicle
vision sensors. We present an extensive naturalistic driving
dataset of drivers in a conditionally autonomous vehicle running
on Californian freeways. We collect subjective ratings for the
driver’s take-over readiness from multiple human observers
viewing the sensor feed. Analysis of the ratings in terms of
intra-class correlation coefficients (ICCs) shows a high degree of
consistency in the ratings across raters. We define a metric for the
driver’s take-over readiness termed the ’Observable Readiness
Index (ORI)’ based on the ratings. Finally, we propose an LSTM
model for continuous estimation of the driver’s ORI based on a
holistic representation of the driver’s state, capturing gaze, hand,
pose and foot activity. Our model estimates the ORI with a mean
absolute error of 0.449 on a 5 point scale.

Index Terms—Autonomous vehicles, driver behavior analysis

I. INTRODUCTION

The overarching goal of autonomous vehicle research is the
development of fully automated systems capable of driving
in any traffic scenario. The occupants of such a vehicle
would then be mere passengers, without access to controls.
However, to safely develop the technology to achieve this
goal, there needs to be shared control between the vehicle and
a human driver. This can be seen in the 5 levels of vehicle
automation defined by the Society of Automotive Engineers
(SAE) [1], with levels 2 to 4 corresponding to some form
of shared control. Conditionally autonomous vehicles (level
3), can operate autonomously under specific traffic scenarios
like lane keeping on freeways while maintaining a desired
speed. Such vehicles are now commercially available [2], [3].
However, a human occupant, behind the wheel, is expected to
monitor the automated system and be prepared for take-over
requests. These are cases where control needs to be transferred
from the vehicle to the human during failure modes of the
system. Continuous estimation of this occupant’s take-over
readiness is thus critical for safe and timely transfer of control.
In the remainder of this paper, we use the term ’driver’ in the
context of conditionally autonomous vehicles to refer to the
occupant responsible for taking over control from the vehicle.

Prior research [4]–[9] has addressed the closely related
problem of estimating driver distraction under manual driving
conditions. Driver distraction has been defined as the diversion
of the driver’s attention away from activities critical for safe
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driving toward a competing activity, which may result in
insufficient or no attention to activities critical for safe driving
[10]. Conditionally autonomous driving raises the possibil-
ity of drivers engaging in secondary activities unobserved
during manual driving, as well as more freely engaging in
previously known secondary activities. While sophisticated
computer vision algorithms have been proposed for driver
activity analysis [11]–[35], relatively few works [36]–[40]
have addressed the problem of mapping driver activity to
take-over readiness. This could be attributed to two main
challenges. First, there is a lack of naturalistic driving datasets
observing driver activity in conditionally autonomous vehi-
cles. A comprehensive naturalistic driving dataset capturing a
large range of driver behaviors would allow for data-driven
approaches to map driver activity to take-over readiness.
Second, defining the ground truth for take-over readiness
is a challenging task. Data-driven approaches hinge on the
availability of ground-truth of the quantity being estimated.
While electroencephalogram (EEG) sensors allow for the most
faithful representation of the driver’s brain activity [41]–[44],
they are too intrusive to be viable in commercial vehicles.
Another approach used in recent studies [37] is to define take-
over readiness based on take-over time and take-over quality
in experimental trials with take-over requests issued to drivers
performing secondary activities. However, the nature of the
task restricts such experiments to simulator settings.

In this paper, we propose a data-driven approach to estimate
the take-over readiness of drivers in conditionally autonomous
vehicles, based purely on the outputs of non-intrusive sensors
observing the driver. Figure 1 summarizes our approach. Our
main contributions are as follows:

1) Naturalistic dataset with autonomous driving: We cap-
ture a 2 hour 10 min dataset of drivers behind the wheel
of a commercially available conditionally autonomous
vehicle. This is captured using multiple high resolution
cameras and depth sensors observing the driver. We use
this data to train and evaluate our models. To the best of
our knowledge, this is the first study evaluating take-over
readiness of drivers using a naturalistic driving dataset
from a conditionally autonomous vehicle.

2) Human ratings for take-over readiness: The goal of
this work is to continuously estimate the take-over readi-
ness of drivers using vision sensors. To test the feasibility
of this approach, we collect ratings from multiple human
raters viewing the sensor feed and analyze inter-rater
agreement. Our experiments show a high consistency
in the trend of the ratings across raters, rather than
their absolute value. We normalize for rater bias using
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Fig. 1: Overview of our approach: We wish to continuously estimate the driver's readiness to take-over control from an autonomous vehicle
based on feed from vision and depth sensors capturing the driver's complete state. We de�ne a continuous ground truth value for take-over
readiness of the driver based on ratings provided by multiple human raters observing sensor feed. We term this the `Observable Readiness
Index (ORI)'.We process the sensor feed frame-by-frame using models for driver activity analysis and propose an LSTM model to learn the
temporal dependencies in the frame-wise features. Our model continuously estimates the ORI of the driver.

a percentile based approach. The mean value of the
normalized ratings, averaged across raters, is then treated
as the ground truth for our models. We term this the
Observable Readiness Index (ORI).

3) LSTM model for estimating take-over readiness:We
process the sensor streams frame by frame to analyze
the drivers gaze [18], pose [45], hand [27], [29] and foot
activity, giving a holistic representation of the driver's
state. We propose a Long Short Term Memory (LSTM)
network to model the temporal dependency of the frame-
wise representations. The LSTM continuously outputs
the driver's ORI based on 2 seconds of past activity.
Additionally, the model can recognize key-frames from
the sensor streams that are most predictive of the driver's
take-over readiness.

II. RELATED RESEARCH

A. Driver behavior analysis

Driver behavior analysis based on vision sensors has been
extensively addressed in prior research [12]–[32]. A large
body of literature [12]–[19] has focused on the driver's gaze
estimation, being a useful cue for estimating the driver's
attention. While early works [11], [12], [14] have relied
on head pose estimation for determining the driver's gaze,
most recent approaches use a combination of head and eye
cues [13], [15]–[17], [33]. Recent work [18], [19] employing
convolutional neural networks (CNNs) has allowed for gen-
eralizable estimation of driver gaze zones, across drivers and
small variations in camera placement. Driver hand activity has
also been the subject of a large number of research studies,
being closely linked to the motor readiness of the driver.
Common challenges involved in detecting the driver's hands
such as fast varying illumination conditions, self occlusions,
truncation have been outlined in [46]. Many approaches have
been proposed for detection, tracking and gesture analysis of
the driver's hands while addressing some of these challenges
[20]–[26]. Recent CNN models proposed by Yuenet al. [27]

and Rangeshet al. [29] allow for accurate localization of the
driver's hands in image co-ordinates and in 3-D respectively,
and allow for further analysis such as hand activity classi�ca-
tion and detection of objects held by the driver. A few works
have also addressed driver foot activity analysis [30]–[32],
being a complimentary cue to hand activity, for estimation of
the driver's motor readiness. There has also been signi�cant
research that builds upon cues from driver gaze, hand and
foot analysis for making higher level inferences such as driver
activity recognition [47]–[49], driver intent prediction [50]–
[53] and driver distraction detection [4]–[9].

B. Driver distraction estimation

While very little literature exists on estimating the take-
over readiness of drivers in autonomous vehicles, prior work
[4]–[9] has addressed the closely related problem of driver
distraction estimation in manually driven vehicles. Driver
distraction estimation poses the same key challenges as take-
over readiness estimation: de�ning a ground-truth metric for
the quantity being estimated, and proposing models that map
driver behavior to this metric. Here, we review the approaches
used in prior work for addressing these challenges. Bergasaet
al. [7] extract face and gaze features such as PERCLOS [54],
eye closure duration, blink frequency and face position and
map them to the driver's vigilance level based on fuzzy rule
expressions. Lianget al. [5], [6] and Liu et al. [4] de�ne
the ground-truth for driver distraction as a binary variable,
determined based on experimental conditions. The driver is
considered distracted for trials involving the driver performing
a secondary activity and not distracted for baseline trials,
not involving secondary activities. Binary classi�ers trained
on features capturing the driver's head and eye activity and
driving performance to detect driver distraction, with support
vector machines (SVMs) used in [5], Bayesian networks used
in [6] and extreme learning machines (ELMs) used in [4].
Wollmer et al. [9] use subjective ratings provided by the
drivers to de�ne the ground truth distraction levels. They train
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