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Abstract. We focus on vision-based hand activity analysis in the
vehicular domain. The study is motivated by the overarching goal
of understanding driver behavior, in particular as it relates to attentive-
ness and risk. First, the unique advantages and challenges for a non-
intrusive, vision-based solution are reviewed. Next, two approaches
for hand activity analysis, one relying on static (appearance only) cues
and another on dynamic (motion) cues, are compared. The motion-
cue-based hand detection uses temporally accumulated edges in
order to maintain the most reliable and relevant motion information.
The accumulated image is fitted with ellipses in order to produce
the location of the hands. The method is used to identify three
hand activity classes: (1) two hands on the wheel, (2) hand on the
instrument panel, (3) hand on the gear shift. The static-cue-based
method extracts features in each frame in order to learn a hand pres-
ence model for each of the three regions. A second-stage classifier
(linear support vector machine) produces the final activity classifica-
tion. Experimental evaluation with different users and environmental
variations under real-world driving shows the promise of applying the
proposed systems for both postanalysis of captured driving data as
well as for real-time driver assistance. © 2013 SPIE and IS&T
[DOI: 10.1117/1.JEI.22.4.041119]

1 Introduction
Human-centered active safety approaches recognize the
importance of continuous monitoring of vehicle dynamics
so that dangerous situations can be safely averted. The
research in our lab for the past decade has emphasized
the “looking in and looking out” approach,1 where novel
machine vision systems are introduced for observing activ-
ities of drivers/passengers in the vehicle and simultaneously
capturing and analyzing the dynamic surround of the vehicle.

This paper deals with machine vision approaches for
detecting hands and hand activities of a driver in video
data captured in naturalistic driving conditions, reliably
and robustly. “Keep hands on the wheel and eyes on the
road” is a popular mantra used by instructors teaching
safe driving practises. Inferring information from hand activ-
ity is especially important in the operated vehicle because it
may provide vital information about the state of attentiveness
of the driver. Secondary tasks in the vehicle, in particular

activities involving driver’s hands in the car, were shown
to affect certain attention markers such as total eyes off
the road.2 Because driver distraction is a leading cause of
car accidents3, studying where the hands are and what
they do in the vehicle has never been a more pressing matter.

Drivers are increasingly engaged in secondary tasks
behind the wheel (23.5% of the time according to Ref. 2),
which have been highly correlated with driver state and
attention level. Different hand activities require different lev-
els of visual, manual, and cognitive attention. For instance,
cell-phone usage is known to significantly hinder driver
awareness and reaction capabilities.4 According to a recent
survey, 37% of the drivers admit to having sent or received
text messages, with 18% doing so regularly while operating a
vehicle.5 Other secondary tasks were also shown to produce
increased distraction and are also prevalent. For instance,
86% of drivers report eating or drinking (57% report
doing it “sometimes” or “often”), and many report common
GPS interaction, surfing the Internet, watching a video, read-
ing a map, or grooming. Knowledge of hand activity in the
vehicle could result in a better understanding of driver behav-
ior and improved assistive technology.

We first discuss existing literature on hand detection and
tracking, focusing on in-vehicle hand activity recognition.
These efforts are used to highlight challenges that arise in
studying hand activity in the vehicle under naturalistic driv-
ing settings. A naturalistic dataset is collected and analyzed
using two methods for hand detection. One method performs
activity classification using motion cues and another using
static (appearance) cues. Activity classification is performed
in three regions of interest (ROIs): the wheel, instrument
panel, and gear shift. Experimental evaluation follows,
and concluding remarks with directions for future work are
discussed.

2 Related Studies
Vision-based human hand detection is challenging, primarily
because of the wide range of configurations and appearances
a human hand can assume, and its tendency to occlude itself
in images (self-occlusion). Low-level descriptors used in
methods for the detection and tracking of hands in color
or gray-scale images may fall under two broad categories,
static or dynamic (motion-based) features. Each has its set
of advantages and limitations; static cues, such as edges,
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color, and texture, have gained popularity for object detec-
tion purposes and constitute one of the approaches used in
this paper. We also sought a motion-based approach since it
is potentially less prone to rotation, appearance variations,
and occlusion cases. Nonetheless, integrating multiple cues
will likely provide the optimal solution for the challenging
problem at hand.

Currently, many state-of-the-art algorithms for localiza-
tion of hands are designed and evaluated in lab settings.
Often these methods suffer from large false positives under
volatile illumination changes, cluttered background, and
complex environments6. Recently, Mittal et al.7 proposed
multiple cue integration for hand detection from edge, skin,
and geometry features, and showed state-of-the-art results on
a challenging hand detection dataset. However, the hand
shape detector [based on deformable part model and histo-
gram of oriented gradients (HOG) features8] or tracking
algorithms, such as in Ref. 9, are still limited in the cluttered
and volatile in-vehicle environment.10

Studies relating to in-vehicle hand activity are shown in
Table 1. Overall, the topic has been studied using different
sensor modalities and experimental settings, as well as with
different activity classes. At the basic level, user determina-
tion of hand was performed.11,12 Leveraging thermal imagery
from multiple cameras allowed for higher-level activity analy-
sis in naturalistic settings.13 Hand detection is commonly per-
formed using skin-based approaches, which is highly sensitive

to environmental settings10 as well as inapplicable to natu-
ralistic driver studies where color is not available (e.g., the
Strategic Highway Research Program Naturalistic Driving
Study, SHRP2-NDS). The perspective views in each of
these also differ significantly, as shown in Table 2.

3 Hand Activity Analysis for Large-Scale
Naturalistic Driving Studies

The basic “looking in and looking out” framework requires
collection and analysis of a very large amount of naturalistic
driving data, from a wide range of real-world driving con-
ditions. Once such data are collected, systematic “driving
ethnography” studies can be undertaken to investigate vari-
ous safety-related issues.1 A recent notable effort to study
such phenomenon is the SHRP2-NDS.16 Since fall 2010, vis-
ual data were collected for two years in six cities and 1950
vehicles. As part of a five camera unit, one camera observes
the hands of the driver-wheel, gear, and instrument panel
regions. As the video is recorded under very low quality
and unconstrained settings, this work of hand activity recog-
nition is directly applicable to the automated extraction of
semantic gesture information from the large amount of data
in the SHRP2-NDS. Automatic hand activity analysis is nec-
essary in order to gain further insight into the process leading
up to a distracted driver and the relationship between in-
vehicle activities and safety. Furthermore, real-time hand
detection can provide useful insight into what the driver

Table 1 Overview of selected studies for looking at driver hand activity in a vehicle. Algorithmic approach includes hand detection method (DT)
and activity classification method (CL).

Research study Sensor Perspective Activity classes Algorithmic approach
Experimental

settings

Veeraraghavan et al.14 One color camera Driver side
as viewed from
passenger
window

Two: driving or talking DT: Skin threshold in
RGB space CL: Bayesian
eigen-image

Parked vehicle

Cheng et al.13 Two long-
wavelength infrared
(thermal) cameras

From over the
right shoulder

Three: going forward,
turning left, turning
right

DT: Haar-like + Adaboost
and a Kalman filter with
probabilisticdata
association CL: Hidden
Markov model

Naturalistic driving

Tran and Trivedi15 Two color cameras From over the
right shoulder

Three: two, one, or no
hand on the wheel

DT: Skin threshold in L*a*b
space CL: Conditional
state machine

Naturalistic driving

Cheng and Trivedi11 One color camera +
LED IR

Top-down view Three: driver’s hand,
passenger’s hand, or no
hand in the infotainment
region

DT: HOG + SVM
CL: SVM

Parked and
naturalistic driving

Herrmann et al.12 One color camera +
LED IR

Top-down view Two: driver or
passenger interacting
with a touch screen

DT: Haar-like + Adaboost
and motion cues CL:
Direction of motion

Simulator, different
illumination settings
are studied

Ohn-Bar and Trivedi10 One color camera
and depth (Kinect)

From over the
right shoulder

Five: hand in five
regions of wheel, lap,
hand rest, gear,
and instrument cluster

DT: edge and texture
features + SVM CL:
Second-stage SVM

Naturalistic driving

This study One camera,
monochrome

Top-down view Three: two hands on
the wheel, one hand
on instrument cluster,
or one hand on gear
shift

DT: edge and texture +
SVM and edge-based
motion features CL:
Second-stage SVM and
Euclidean distance

Naturalistic driving

Note: HOG, histogram of oriented gradients; SVM, support vector machine.
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may intend to do, as was shown for the case of turn intent
prediction.17 It can also be used to enhance user interfaces in
the car.18

The camera perspective of the hand view from a published
sample of SHRP2-NDS is replicated in our own testbed (see
Fig. 1 for a side-by-side comparison). The perspective is
a top-down view of the instrument panel with a bias toward
the steering wheel extending from the driver’s side door to
half of the passenger seat. A wide angle camera of 135 deg
field of view was used. Most NDS data acquisition mecha-
nisms crop and scale original images with multiplexing to
downsize the image size for storage.

Such view may be advantageous for large data acquisition
and minimal sensor cost and setup, but they pose many chal-
lenges to a vision-based analysis system. In particular, the
methods must be robust to illumination changes and general-
ize well over users and operating modes. Additionally, hand
activity states must be segmented correctly. Self-occlusion,
occlusion by another hand, or by an object are common and
must be addressed. In addition to the difficulty of tracking
the deformable hand, the harsh visual settings usually make
precise pose tracking, which is at the core of many hand
activity analysis techniques, difficult.

4 Vision-Based Hand Activity Analysis
Two different frameworks are considered for hand activity
analysis: one uses motion descriptors in a clustering frame-
work and another uses low-level appearance descriptors in
a learning framework. The former approach takes advantage
of the strong motion cue that presents itself when hands are
moving to track the hand. Figure 2(a) shows the potential
for hand tracking using motion cues. However, motion
cues can be susceptible to other movements near the ROI
or illumination variation. In the latter approach, spatial con-
straints are introduced to address the difficult problem of
hand detection and tracking. It combines detection results
from individual spatial regions in order to perform activity
classification. Figure 2 shows proof-of-concept of this sys-
tem with three states: (1) two hands on the wheel, (2) one
hand on the instrument cluster. and (3) one hand on the
gear. In the following sections, we describe these approaches
in more detail.

4.1 Motion-Based Detection and Activity
Classification

Motion is a useful cue to leverage—as the hand transitions
between regions, it produces distinctive motion cues.
Additionally, motion cues can detect when there is motion
within a region, such as when the hands are operating the

Table 2 Respective camera perspective views of the selected stud-
ies presented in Table 1.

Research
study Camera perspectives

Veeraraghavan
et al.14

Cheng et al.13

Tran and
Trivedi15

Cheng and
Trivedi11

Herrmann
et al.12

Ohn-Bar and
Trivedi10

SHRP2-
NDS16

Table 2 (Continued).

Research
study Camera perspectives

This
study
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wheel in the wheel region. Motion cues are more robust to
appearance changes, for instance, if the perspective were to
vary or when the regions differ significantly among different
vehicles and users. Nonetheless, motion algorithms are usu-
ally sensitive to illumination changes.

Our approach incorporates edge features for tracking
driver’s hands. The flow diagram of the algorithm is illus-
trated in Fig. 3. A tight ROI was essential to prevent false
motion cues around the cabin. To track the hand, an edge
image Et is first extracted using the Canny edge detector
for each input image frame. Then, the hand motion is
detected and accumulated using edge image differencing
over the extent of the continued motion. At each frame t,
the motion image Mt and the accumulated motion image
AMt were computed as

Mt ¼ Et −
Xt−1

i¼t−a
Ei;

AMt ¼∪t
i¼t−b Mi;

where 1 < a ≤ fw∶windowsizeg and b ≥ a. The window
size represents how far back in time to look in order to
recognize new motions and ignore older motions. A pixel
that was previously stationary but now moved results in
a positive value in Mt, which is thresholded to a binary
image. Next, the OR operation is applied over the window
of time (we use a ¼ 10, b ¼ 40).

The resulting accumulated motion image is then seg-
mented into connected motion regions, and a threshold on
those regions is used to remove some of the motion artifacts
due to illumination changes. Finally, ellipses are fit over fil-
tered prominent motion regions. The ellipse parameters re-
present the characteristics of segmented motion history and
the centroid determines the proposed position of the hand
(shown in blue in Fig. 3). Based on the hand tracking

Fig. 1 Examples of challenges for vision-based in-vehicle hand localization. Annotations: in red is the left hand and in green is the right hand of the
driver. Our test bed (first three images on the left) contains a wide-angle camera that captures matching perspectives with the Strategic Highway
Research ProgramNaturalistic Driving Study, SHRP2-NDS, hand view on the right. The view presents many challenges for automatic vision-based
hand analysis techniques, such as frequent occlusion by the other hand or objects in the cabin.

Fig. 2 Proposed framework for analyzing hand activities through (a) motion-cues from accumulated edge differencing and (b) a static/appearance
only approach where a hand model is learned for three regions of interest in the vehicle (wheel, instrument cluster, and gear shift) and integrated
using a second-stage classifier.

Journal of Electronic Imaging 041119-4 Oct–Dec 2013/Vol. 22(4)

Ohn-Bar, Martin, and Trivedi: Driver hand activity analysis in naturalistic driving studies. . .



output, driver hand activity is classified into three classes of
interest—on wheel, gear, or instrument cluster—using the
minimum Euclidean distance from the tracked rightmost
hand to the defined center location of each region.

4.2 Appearance-Based Detection and Activity
Classification

Due to harsh visual setting, a sliding window-based detector
trained on hand instances was shown to be prone to false
positive detection rates on our data. Instead, we can leverage
an assumption that the hands can only be found in a small set
of regions (three in this case) and integrate cues from these
predefined ROIs in order to gain robustness.10 The general
flow of this scheme as it applies to our specific three activity
states case study can be seen in Fig. 4. This scheme prunes
false positives by using the confidence scores from individu-
ally learned models for hands in each region in order to pro-
duce the final activity classification.

We investigated several features for the feature extraction
process and found them to vary in performance within
regions. We compared the following features:

HOG: Based on Ref. 19. Since the same regions vary in
size among the subjects due to perspective changes that
occurred over time, we resize wheel images to size 140×
240, instrument cluster images to 90 × 190, and gear shift
images to 90 × 60. Cell size used was 8 and number of ori-
entations was 9.

Modifed HOG: A relatively low dimensional descriptor
explored in Ref. 10. This descriptor benefits from different
resolutions of cells. The parameters specify the number of
cells over the image, and so we use one cell and eight
cells with eight histogram bins to produce the 8þ 512 ¼
520 dimensional feature set.

Dense scale-invariant feature transform (SIFT)20 + prin-
ciple component analysis (PCA): Computed with a spatial
binning size of 3 × 3 pixels, and PCA is used to reduce
the final descriptor size for each pixel to a 20-dimensional
vector.

Furthermore, Global features are the mean, median,
and variance of the pixel intensities, and Difference of
HOG features is computed by subtracting left and right
modified HOG features in an image region, as described
in Ref. 10. The GIST descriptor21 is also compared to the
aforementioned.

A linear support vector machine (SVM) classifier is
trained for binary classification of hand presence/no-pres-
ence in each region. A second-stage classifier provides the
final classification into the specified states (e.g., two hands
on wheel, one hand on gear, etc.). This classifer leverages
the fact that there are only a discrete number of possible
states (three in this case) defined for the hand, allowing
for higher-level reasoning of the activity in a current
frame. Second, due to the unbalanced nature of the occur-
rences of activity classes (see Sec. 5.1), we use a biased
penalties SVM (Ref. 22) and the LIBSVM (Ref. 23) imple-
mentation. This framework can correctly classify hand
presence in smaller regions, such as the gear, with good
reliability, and the larger, more difficult areas are more
prone to erroneous detections. In this lies the advantage
of integrating multiple small ROIs to infer the correct hand
location. Incorporating temporal information was shown

Fig. 3 Schematic diagram of hand activity detection based on motion
cue analysis. Edge images were generated from input images using
Canny edge detector and prominent motion regions are extracted by
thresholding. Segmented overlapping motion of current and previous
frames indicate the hand position (shown as a circle inside the
ellipse).
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to significantly improve the results in transition times in
Ref. 11.

5 Experimental Evaluation

5.1 Dataset
The two techniques proposed are evaluated on nine video
sequences. Each of the collected nine video sequences
contains different drivers and can be described with the fol-
lowing attributes: weather conditions, illumination effects,
and background clutter (Table 3). Weather condition is the
main indication for the illumination volatility in the scene.
Sunny conditions resulted in more difficult settings, with
shadows of inside and outside objects producing false
positive detection of hand activity. Background clutter was
introduced in two videos, where different objects (cables,
cellphones, wallets, etc.) were placed and included in the
gear shift region (see Fig. 5, second row). Ground truth
for evaluation of hand activity is available from manual
annotation of the presence of hands in the three regions, pro-
ducing a total of 16,209 instances. Table 3 shows the instant
count of the hand in each of the regions. As in naturalistic
driving settings, the classes are unbalanced. In our case, the
most occurring class is the “two hands on the wheel” activity.
Furthermore, the dataset is challenging since the wheel

region is the most difficult out of the three for activity
detection.

5.2 Evaluation Metric
For performance analysis, we use the normalized accuracy
measure

CCR ¼ 1

K

X

c¼1∶K
pc;

where K is the total number of classes, and pc denotes the
percentage of correctly matched instances for class c. This
normalizes for the unbalanced class instances within the
three regions.

5.3 Discussion
The motion-based algorithm provides activity classification
for each of the nine videos. The results are summed in
Table 4. The algorithm runs at ∼80 frames per second.
Per-frame classification is low (at 47.3% correct classifica-
tion accuracy) because the ellipses are mostly accurate in
hand transitions. But in the cases where there is little motion
information (when a hand is interacting with the instrument
cluster or gear shift), there will usually be motion coming

Fig. 4 Schematic diagram of hand activity detection based on appearance cues analysis. As opposed to training a model for hand shape or
appearance and running a sliding window detector, we train a binary classifier for each region. The model is trained to distinguish a foreground
(the hand) in a region of interest. Because the hands appear differently in each of the regions and each region is prone to different visual challenges,
it is beneficial to learn a unique model for each region. These output probability scores, which are integrated using a second-stage classifier (linear
SVM), in order to produce a high-level representation of the scene in terms of the final activity classification.

Table 3 Dataset statistics for activity instances for each class.

Subject Weather Illumination effects Background clutter Total instances

1 Sunny Large No

2 Sunny Large No

3 Overcast Small No

4 Sunny Large Yes

5 Sunny Large No

6 Sunny Large Yes

7 Overcast Small No

8 Overcast Small No

9 Overcast Small No
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from the other hand or the wheel region, or from illumination
artifacts (shown in Fig. 6). Therefore, a temporal model
should be used. Preliminary results show a significant
increase in accuracy by incorporating location and motion
statistics over a window of frames.

For the appearance-based classification scheme, we first
evaluate each descriptor and best performing descriptor
combinations in each region individually, where the task is
to simply detect hand presence (or two hands on the wheel in
the wheel region). Results for this two-class problem are
shown in Fig. 7 using a leave-one-subject-out cross-valida-
tion. The legend for the descriptors is shown in Table 5.
Mean normalized accuracy is plotted over the nine tests
for each feature, as well as the standard deviation. Top per-
forming descriptors will be used to produce the final activity
classification in the three regions. We notice the lower per-
formance within the large and difficult wheel region, where
using a modified HOG + Global + Difference of HOG pro-
duces good results in a relatively fast feature extraction
process. GIST takes the longest to compute, although it was
shown to produce good results in the small regions. The final
activity classification results are shown in Table 4, produced

Fig. 5 Correct classification results using the static (appearance) cues approach (a) and dynamic (motion) cues approach (b).

Table 4 Confusion matrices for (a) appearance-based algorithm,
normalized accuracy 74.3 and (b) motion-based algorithm, normal-
ized accuracy 47.3.

Class
Predicted

Wheel IC Gear

(a) Static/appearance algorithm

Wheel 0.76 0.24 0

Instrument cluster (IC) 0.12 0.83 0.05

Gear 0.23 0.13 0.64

(b) Dynamic/motion algorithm

Wheel 0.91 0.04 0.05

IC 0.47 0.34 0.19

Gear 0.82 0.01 0.17
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using a twofold cross-validation where half the subjects were
used for training and the other half for testing, and then
reversed. The confusion matrix was generated by averaging
the results of these two tests. Although certain descriptor
selection in the appearance-based scheme underperforms
the results given by the motion-based scheme, choosing
the right descriptors leads to a 74.3% normalized accuracy.
This scheme mainly benefits from the second-stage classi-
fier. Integrating the static-appearance and dynamic-motion
schemes is an important future work.

6 Concluding Remarks
Robust, vision-based systems for studying driver behavior
have many important applications. Such algorithms could
facilitate the discovery of new insights on driver behavior

(a) (b) (c) (d) (e) (f)
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Fig. 7 Performance results using the appearance algorithm with leave-one-subject-out cross-validation. Each region is tested in a two-class prob-
lem of hand or no hand for the instrument cluster or gear shift regions, and two hands or not for the wheel region. Mean accuracy is plotted over the
nine tests for top performing features, as well as the standard deviation. Feature types used are labeled according to the legend in Table 5. Notice
how different descriptors perform differently among the regions.

Fig. 6 Incorrect classification results using the two techniques. Transitions between regions produce incorrect classification for the appearance-
based scheme. Both methods still exhibit sensitivity to illumination changes, but the motion-based method is significantly more sensitive.
Furthermore, the method is biased toward the wheel region as there may not be distinctive motion-cues when the hand is in the gear or instrument
cluster regions.

Table 5 Top performing descriptors and their labels in Fig. 7.

Feature label Detail

(a) GIST

(b) Histogram of oriented gradients (HOG)

(c) Modified HOG

(d) Dense SIFT + PCA

(e) Feature (c) + Global + Difference of HOG

(f) Features (e) + (d)
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using automatic analysis of large amounts of data.
Furthermore, they can be used to design novel and safe
advanced driver assistance systems.

In this paper, we presented an analysis of existing
literature relevant to driver hand activity classification
in terms of sensor, perspective, descriptors, activity classifi-
cation methodology, and the extent of the experimental
evaluation. Furthermore, we highlighted the challenges such
a task poses, especially for vision-based system relying
on monocular, monochromatic input. As a case study, we
studied two algorithms, each leveraging different cues, on
a challenging dataset with a difficult perspective and varying
environmental settings.

Although certain appearance-cues were shown to perform
better on our dataset than the motion-cues, reliable motion-
cues have the potential to provide certain advantages, for in-
stance, more robustness to scene and perspective changes.
Therefore, further study of extraction methods is needed.
Temporal models can provide a probabilistic model for the
state of the hands, building on top of the low-level motion-
cues and leading to a more robust classification scheme.
Additionally, preliminary analysis using high-quality optical
flow,24 although computationally expensive, showed more
robustness to illumination changes. Future work should
also include appropriate integration schemes of static and
dynamic cues, as these are expected to be complementary.

Further testing under challenging settings that were not
pronounced in our dataset, such as heavier occlusion by
objects in the scene, lower-resolution images, and larger var-
iations in the viewing angle, and its effects on the performance
of the two algorithms needs to be performed. We are already
planning extensive studies at two different locations in the
United States with different vehicles and drivers to pursue
such robustness evaluation. Studying the effects of extending
the vocabulary of activities for more than the three proposed in
this paper, including the study of hand-object interaction and
temporal hand gestures relating to driver intent, will be useful
for better studying driver behavior. Furthermore, such systems
can be incorporated with other machine vision systems for
looking inside the vehicle, such as head pose systems25 in
order to provide a more comprehensive monitoring of driver
activity. Advanced driver assistance systems can integrate
cues coming from inside the vehicle and cues from the
dynamic surround of the vehicle to produce improved recom-
mendation and assistance.
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